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Abstract—Core decomposition on uncertain graphs is a fundamental problem in graph analysis. Given an uncertain graph G, the core

decomposition problem is to determine all ðk; hÞ-cores in G, where a ðk; hÞ-core is a maximal subgraph of G such that each node has an

h-degree no less than k within the subgraph. The h-degree of a node v is defined as the maximum integer r such that the probability that v

has a degree no less than r is larger than or equal to the threshold h 2 ½0; 1�. The state-of-the-art algorithm for solving this problem is

based on a peeling technique which iteratively removes the nodes with the smallest h-degrees and also dynamically updates their

neighbors’ h-degrees. Unfortunately, we find that such a peeling algorithm with the dynamical h-degree updating technique is incorrect

due to the inaccuracy of the recursive floating-point number division operations involved in the dynamical updating procedure. To

correctly compute the ðk; hÞ-cores, we first propose a bottom-up algorithm based on an on-demand h-degree computational strategy. To

further improve the efficiency, we also develop a more efficient top-down algorithm with several nontrivial optimization techniques. Both

of our algorithms do not involve any floating-point number division operations, thus the correctness can be guaranteed. In addition, we

also develop the parallel variants of all the proposed algorithms. Finally, we conduct extensive experiments to evaluate the proposed

algorithms using five large real-life datasets. The results show that our algorithms are at least three orders of magnitude faster than the

existing exact algorithms on large uncertain graphs. The results also demonstrate the high scalability and parallel performance of the

proposed algorithms.

Index Terms—Uncertain graphs, cohesive subgraph mining, uncertain core decomposition

Ç

1 INTRODUCTION

REAL-WORLD graphs, such as social networks, web graphs,
and biological networks often contain cohesive subgraph

structures. Mining cohesive subgraphs from a graph is a fun-
damental problem in graph analysis which has attracted
much attention in the database and datamining communities
[1], [2], [3], [4]. However, many real-world graphs, such as
protein-protein interaction (PPI) networks [5], sensor net-
works [6], and influence networks [7], are typically uncertain
in nature, where each edge is associated with a probability
denoting the likelihood of the existence of the edge.

Recently, many cohesive subgraph mining models on
uncertain graphs have been proposed. Notable examples
including the ðk; hÞ-core model [8], [9], [10], the ðk; hÞ-truss
model [11], [12], and the uncertain maximal clique model
[13], [14], [15]. In this paper, we focus mainly on the
ðk; hÞ-core model, since such a model is simple and easy to
compute than the other models.

Given an uncertain graph G and a probabilistic threshold
h 2 ½0; 1�, a ðk; hÞ-core is a maximal subgraph C of G satisfying
that each node in C has an h-degree no less than k. Here the
h-degree of a node v is defined as the maximum integer r such
that the probability that v has a degree no less than r is greater
than or equal to h 2 ½0; 1�. To compute all the ðk; hÞ-cores of G,
Bonchi et al. [8] proposed a peeling algorithmwith an efficient
dynamical h-degree updating technique. The time complexity
of such a peeling algorithm is Oððmþ nÞdmaxÞ, where m, n,
and dmax denote the number of edges, the number of nodes,
and the maximum degree of the deterministic graph of G
respectively. Recently, Yang et al. [9] proposed an index-based
algorithm to query the ðk; hÞ-core of an uncertain graph G in
optimal time for any k and h, where the index is constructed
based on the peeling algorithm proposed in [8]. Li et al. [15]
proposed an improved peeling algorithmwith time complex-
ity Oððmþ nÞdÞ to compute all the ðk; hÞ-cores of G, where d

(d � dmax) is the maximum core number of the deterministic
graph of G.

Unfortunately, we discover that all the above mentioned
peeling algorithms [8], [9], [15] that are based on the dynam-
ical h-degree updating technique are incorrect. The reason is
that the dynamical h-degree updating procedure involves a
recursive floating-point number division operation which
will rapidly increase the floating-point number errors when
updating the h-degrees. More specifically, when updating the
h-degree of a node u using the algorithms proposed in [8], [9],
[15], the floating-point number error can be up to Oð 1

1�peÞ
i

where i is h-degree of u and pe is the probability of an edge
incident to u, and thus the h-degrees computed by the dynam-
ical updating procedure is extremely imprecise. As a conse-
quence, the ðk; hÞ-cores computed by the state-of-the-art
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peeling algorithms [8], [9], [15] are incorrect. As an illustrative
example shown in Fig. 1, the correct h-core numbers of the
nodes fv5; . . . ; v8g are 2, while the ð2; hÞ-core obtained by the
state-of-the-art algorithms is fv1; . . . ; v4; v6; . . . ; v8g which is
incorrect.

To precisely compute the ðk; hÞ-cores, a basic solution is to
re-compute the h-degree of a node when it needs to update.
However, such a basic solution is inefficient due to a large
number of from-scratch re-computations of the h-degrees. To
overcome this critical issue,we first develop a bottom-up algo-
rithm with an on-demand h-degree re-computation technique
which can efficiently and precisely compute all ðk; hÞ-cores on
G. Specifically, the bottom-up algorithm applies a lower
bound of the h-core number to prune unnecessary h-degree re-
computations, and also adopts a lazy update technique to
reduce redundant computations. To further improve the effi-
ciency, we also propose a top-down algorithm with several
non-trivial optimization techniques. The top-down algorithm
computes the ðk; hÞ-cores following a decreasing order of k
(i.e., it first computes the ðk; hÞ-core with largest k). The strik-
ing feature of this algorithm is that inmany cases the h-degrees
can be computed by an incremental updating technique with-
out sacrificing accuracy. In addition, we also develop parallel
variants of all the proposed algorithms to further improve the
scalability of our algorithms. Finally, we conduct extensive
experiments using five large real-world datasets to evaluate
the proposed algorithms. The results show that the top-down
algorithm can achieve around 40� speedup over the bottom-
up algorithm and at least 1000� speedup over the basic algo-
rithm on a large uncertain graph with 2,180,759 nodes and
228,985,632 edges. The results also reveal that the speedup
ratio of our parallel bottom-up and top-down algorithms can
be up to 10when using 16 threads. Additionally, we also eval-
uate the accuracy of the state-of-the-art peeling algorithms [8],
[9], [15]. The results show that the h-core numbers of the nodes
obtained by these algorithms are nearly 100% incorrect for a
large k, indicating that ourwork is critical.

In summary, the main contributions of this work are as
follows.

� Wepoint out a critical error in the state-of-the-art algo-
rithms for computing the ðk; hÞ-cores on uncertain
graphs.

� We propose two new algorithms which can effi-
ciently and correctly compute the ðk; hÞ-cores on
uncertain graphs. We also develop parallel variants
for all our algorithms.

� We conduct extensive experiments using five large
real-world datasets to show the efficiency, scalabil-
ity, and accuracy of the proposed algorithms. The
source code of this paper is publicly accessible at
(https://github.com/qq-dai/UncertainCore).

Organizations. Section 2 introduces the notations, discuss
the existing solutions and analyze their defects. The pro-
posed bottom-up and top-down algorithms are presented
in Sections 3 and 4 respectively. The parallel versions of our
algorithms are studied in Section 5. Section 6 reports the
experimental results. We review related works in Section 7
and conclude this paper in Section 8.

2 PRELIMINARIES

Core Decomposition on Deterministic Graphs. Let G ¼ ðV;EÞ be
a deterministic undirected graph, where V and E are the set
of nodes and edges respectively. Denote by n and m the
number of nodes and edges of G respectively. The neighbor
set of v 2 V is denoted by NvðGÞ ¼ fujðv; uÞ 2 Eg. The
degree of v 2 V , denoted by dvðGÞ, is the cardinality of
NvðGÞ, i.e., dvðGÞ ¼ jNvðGÞj. Let GðCÞ ¼ ðVC;ECÞ be an
induced subgraph of G if VC 2 V and EC ¼ fðv; uÞ 2
Ejv; u 2 VCg. Given a deterministic undirected graph G ¼
ðV;EÞ and a positive integer k, a k-core is a maximal
induced subgraph GðCÞ in which every node v 2 VC has a
degree no less than k, i.e., 8v 2 VC; dvðGðCÞÞ � k [16]. The
core number of a node v in G, denoted by coreðvÞ, is the larg-
est integer k such that there exists a k-core containing u. The
core decomposition of a deterministic graph G is a problem
of computing the core numbers for all nodes inG. As shown
in [17], such a core decomposition problem can be solved in
OðnþmÞ time.

Core Decomposition on Uncertain Graphs. Let G ¼ ðV;E; pÞ
be an uncertain graph, where p is a function that maps the
existence probability of each edge to a real value in [0,1].
We denote by NvðGÞ ¼ fujðu; vÞ 2 Eg the neighborhood of
v 2 V in G. Similarly, the degree of v 2 V is denoted by
dvðGÞ ¼ jNvðGÞj. Following the standard uncertain graph
model [18], [19], [20], [21], we assume that the existence
probability of each edge in G is independent. Based on this,
the well-known possible world semantics [18] can be
applied to analyze uncertain graphs. More specifically, let
G ¼ ðV; EGÞ be a possible world of G. Then, the probabil-
ity of an observing possible world G, called PrðGÞ, is
defined as

PrðGÞ ¼
Y

e2EG

pe
Y

e2E=EG

ð1� peÞ: (1)

Clearly, there are 2jEj possible worlds for an uncertain
graph G. Based on the possible word semantic, Bonchi et al.
[8] introduced a k-core model for uncertain graphs, called
ðk; hÞ-core, which is defined as follows.

Definition 1 (ðk; hÞ-core). Given an uncertain graph G and a
probability threshold h 2 ½0; 1�, the ðk; hÞ-core is a maximal
induced subgraph G0 ¼ ðV 0; E0; pÞ in which the probability that
each node has a degree no less than k is greater than or equal to
h, i.e., 8v 2 V 0; Pr½dvðG0Þ � k� � h.

Based on the concept of ðk; hÞ-core, the core number of a
node v in G, denoted by h-coreðvÞ, is the largest k such that
there exist a ðk; hÞ-core containing v. Given an uncertain
graph G, and a probability threshold h 2 ½0; 1�, the core
decomposition on an uncertain graph is a problem of deter-
mining the h-core number for each node in G.

Fig. 1. Running example of core decomposition (h ¼ 0:3, the gray area
contains the nodes with h-core numbers equaling 2).
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2.1 Existing Solutions

Let G�kv be the set of all possible world subgraphs of G such
that each node in a possible world subgraph has a degree
no less than k. Therefore, the probability Pr½dvðGÞ � k� of a
node v can be computed by

Pr½dvðGÞ � k� ¼
X

G2G�kv

PrðGÞ: (2)

By Eq. (2), the definition of the h-degree of a node v in G,
denoted by h-degvðGÞ, is given as follows.

Definition 2 (h-degree). Given an uncertain graph G and a
probability threshold h 2 ½0; 1�, the h-degree of v 2 V in G is
the largest integer k that satisfies Pr½dvðGÞ � k� � h.

Based on Definition 2, Bonchi et al. [8] developed a peel-
ing algorithm to compute the h-core number for each node
in the uncertain graph. Specifically, the peeling algorithm
iteratively removes the node that has the minimum h-degree
among all remaining nodes in G. The key step of this peeling
algorithm is to compute and update the h-degrees of nodes.
Below, we describe the dynamic programming (DP) algo-
rithm proposed in [8] to compute the h-degrees.

The DP Algorithm. First, we can easily derive the follow-
ing equation to compute the h-degree of a node

Pr½dvðGÞ � k� ¼ 1�
Xk�1

i¼0
Pr½dvðGÞ ¼ i�: (3)

By Eq. (3), the h-degree of v 2 V can be obtained by com-
puting Pr½dvðGÞ ¼ i�. Let EvðGÞ ¼ fe1; e2; . . . ; edvðGÞg be the
set of edges that incident to v in G. Denote by Eh

v ðGÞ ¼
fe1; e2; . . . ; ehg a subset that contains the first h edges of
EvðGÞ, where h � dvðGÞ. Denote by dvðGhvÞ the degree of v in
Ghv � G, where Ghv ¼ ðV;E n ðEvðGÞ n Eh

v ðGÞÞ; pÞ is a subgraph
of G that excludes the edges in EvðGÞ n Eh

v ðGÞ. The DP algo-
rithm is based on the following observation. If a node v has
a degree i, then there are two cases to be considered: (i)
either the edge edvðGÞ exists and dvðGdvðGÞ�1v Þ ¼ i� 1; (ii) or
the edge edvðGÞ does not exist and degvðGdvðGÞ�1v Þ ¼ i. Denote
by Xvðh; iÞ the probability of a node v that has a degree i in
Ghv . Then, the DP equation is as follows:

Xvðh; iÞ ¼ peiXvðh� 1; i� 1Þ þ ð1� peiÞXvðh� 1; iÞ:
(4)

The initial states of the DP equation are Xvð0; 0Þ ¼ 1,
Xvði;�1Þ ¼ 0 for all i 2 ½0; dvðGÞ�, and Xvðh; iÞ ¼ 0 for all 0 �
h < i � dvðGÞ. Obviously, XvðdvðGÞ; iÞ is equal to Pr½dvðGÞ ¼
i� for a node v, where i 2 ½0; dvðGÞ�. The time complexity for
computing the h-degree of a node v is OðdvðGÞh-degvðGÞÞ.

Note that after removing a node v, the peeling algorithm
needs to update the h-degrees of the neighbor nodes of v. A
basic algorithm is to recompute the h-degrees for all neigh-
bors of v using the DP algorithm. Clearly, such an algorithm
is costly. To avoid from-scratch re-computations, Bonchi
et al. [8] proposed a more-efficient updating technique
which can dynamically update the h-degrees of the neighbor
nodes. Let e ¼ ðv; uÞ 2 EvðGÞ be an incident edge v. When
removing a node v, the edge e is also deleted. Let G:e ¼
ðV;E n e; pÞ be the subgraph of G after deleting e. The
h-degree of u can be updated by computing Pr½dvðG:eÞ ¼ i�,

where i 2 ½0; h-deguðGÞ�. Specifically, Pr½dvðG:eÞ ¼ i� can be
computed by the following updating equation:

Pr½duðG:eÞ ¼ i� ¼ Pr½duðGÞ ¼ i� � pePr½duðG:eÞ ¼ i� 1�
1� pe

: (5)

Given that Pr½duðG:eÞ ¼ 0� ¼ Pr½duðGÞ ¼ 0�=ð1� peÞ, the
probability Pr½duðG:eÞ ¼ i� for all i 2 ½1; h-deguðGÞ� can be
calculated by Eq. (5) in Oðh-deguðGÞÞ time.

As shown in [8], the worst-case time complexity of the
peeling algorithm equipped with the updating technique is
OððnþmÞdmaxÞ, where dmax is the maximum degree among
all nodes in G. Recently, Li et al. [15] developed a more effi-
cient algorithm based on an improved DP procedure and a
similar updating techniquewhich reduces the time complex-
ity from OððnþmÞdmaxÞ to OððnþmÞdÞ, where d (d < dmax)
is themaximum core number of the deterministic graph of G.

2.2 Defect of Existing Solutions

Although the updating technique developed in [8], [9], [15]
is elegant and is also able to significantly improve the effi-
ciency of the peeling algorithm, it unfortunately cannot
obtain correct h-degrees due to the inaccuracy of the recur-
sive floating-point number division operation. As a conse-
quence, the core decomposition obtained by the peeling
algorithm with such an updating technique is incorrect. The
reasons are analyzed as follows.

Since the probability of each edge is a floating-point num-
ber, it often cannot be precisely stored in modern computers.
Let � (e.g., � 	 10�16) be the error of the floating-point number
representation of a computer. Then, in Eq. (5), the recursive
division operation on floating-point numbers will rapidly
increase the errors of the h-degrees. Suppose that the proba-
bilities Pr½duðGÞ ¼ i� for all i 2 ½0; h-deguðGÞ� have an � error.
Then, by Pr½duðG:eÞ ¼ 0� ¼ Pr½duðGÞ ¼ 0�=ð1� peÞ, the error
of Pr½duðG:eÞ ¼ 0� is increased to �=ð1� peÞ. By Eq. (5), it is
easy to derive that the error of Pr½duðG:eÞ ¼ 1� is further
enlarged to �=ð1� peÞ2. As a result, the error of Pr½duðG:eÞ ¼
i�will be increased to �=ð1� peÞiþ1 which is rather imprecise.
Recall that to update the h-degree of u, we need to compute
Pr½duðG:eÞ ¼ i� for all i 2 ½0; h-deguðGÞ�. Therefore, the error
of the h-degree of a node u obtained by the updating tech-
nique can be up to Oð�=ð1� peÞkÞ where k ¼ h-deguðGÞ,
resulting in that the core decomposition is largely incorrect.
The following illustrative example shows the incorrect core
decomposition obtained by the peeling algorithm with the
updating technique.

Example 1. Consider an uncertain graph G in Fig. 1. Suppose
that the parameter h ¼ 0:3 and the floating-point number
precision of the computer is 10�3 (i.e., the computer only
retains three significant digits for each probability). Fig. 1a
shows the nodes with an accurate h-core number 2, while
Fig. 1b shows the nodes with an h-core number 2 computed
by the peeling algorithm with the updating technique. Spe-
cifically, the peeling algorithm first deletes the nodes v9 and
v10, since their h-degrees are equal to 1. After removing v10,
the algorithm needs to update the h-degrees of its neighbor
nodes v5 and v8. Let us consider the neighbor node v5. Note
that before removing v10, the probabilities of each possible
degree of v5 are Pr½dv5 ¼ 0� ¼ 0:0102, Pr½dv5 ¼ 1� ¼ 0:152,
Pr½dv5 ¼ 2� ¼ 0:566 and Pr½dv5 ¼ 3� ¼ 0:272, respectively.
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After deleting the edge ðv10; v5Þ, the resulting probabilities
of v5 are Pr½dv5 ¼ 0� ¼ 0:102, Pr½dv5 ¼ 1� ¼ ð0:152� 0:9�
0:102Þ=0:1 ¼ 0:602 and Pr½dv5 ¼ 2� ¼ ð0:566� 0:9� 0:602Þ
=0:1 ¼ 0:242 respectively based on Eq. (5). Clearly, the
h-degree of v5 is equal to 1, thus v5 also needs to be removed
from G after deleting v10. As a result, the h-core number of v5
obtained by the peeling algorithm is 1 which is incorrect. In
addition, we observe that the sum of Pr½degv5 ¼ 0�,
Pr½degv5 ¼ 1� and Pr½degv5 ¼ 2� is less than 1 which further
implies that Eq. (5) leads to a significant error for updating
the probabilities. Similarly, we can derive that the h-core
numbers of the nodes fv1; . . . ; v4g computed by the peeling
algorithm are 2. However, the probabilities of each possible
degree of v5 in the subgraph induced by fv1; . . . ; v5g are
Pr½degv5 ¼ 0� ¼ 0:102, Pr½degv5 ¼ 1� ¼ 0:595, Pr½degv5 ¼
2� ¼ 0:302 respectively based on the Eq. (4), which indicates
that the correct h-core number of v5 is 2. Furthermore, we
can also compute the probabilities that each node has a
degree of 3 in the subgraph induced by fv1; . . . ; v4g which
are Pr½degv1 ¼ 3� ¼ 0:384, Pr½degv2 ¼ 3� ¼ 0:461, Pr½degv3 ¼
3� ¼ 0:448; Pr½degv4 ¼ 3� ¼ 0:302 respectively. As a result,
the correct h-core numbers of fv1; . . . ; v4g are equal to 3 in
this example. These results indicate that the state-of-the-art
peeling algorithms cannot obtain correct core decomposi-
tion on uncertain graphs.

Based on the above analysis, we know that all the previ-
ous peeling algorithms with the updating technique devel-
oped in [8], [9], [15] are doomed to obtain incorrect core
decomposition on uncertain graphs. A natural question is
that is there any other solutions that can correctly compute
all ðk; hÞ-cores of G? We answer this question affirmatively.
In fact, the basic peeling algorithm without using the updat-
ing technique can obtain correct core decomposition. When
deleting a node v, the basic peeling algorithm recomputes
the h-degrees of v’s neighbors using the DP algorithm
(Eq. (4)), instead of using the updating technique (Eq. (5)).
Unlike Eq. (5), the DP equation (Eq. (4)) does not include a
division operation, thus the error of the floating-point oper-
ation will not increase. Specifically, let a ¼ pa 
 � and b ¼
pb 
 � be the values with an � error in a computer. Based on
the analysis in [22], the errors for floating-point operations
excluding division are as follows: (i) a� b ¼ pa � pb þ
Oððpa þ pbÞ�þ �2Þ; (ii) aþ b ¼ pa þ pb þOð�Þ; (iii) a� b ¼
pa � pb þOð�Þ. Note that all floating-point values in uncer-
tain graphs are no larger than 1, thus Oððpa þ pbÞ�þ �2Þ is
bounded byOð�Þ, while Oð�=ð1� peÞÞ is hard to be bounded.
It can be seen that the error of each floating-point operation
excluding division is bounded by Oð�Þ. For a modern
computer, the error � 	 10�16 is extremely small, thus the
floating-point computations for a computer that do not
involve floating-point divisions are often very accurate.
As a result, the h-degrees computed by the DP algorithm
are very accurate, and thus the basic peeling algorithm
can obtain correct core decomposition. However, such a
peeling algorithm is inefficient, as it needs to frequently
recompute the h-degrees. In the following sections, we
will develop two novel algorithms which can signifi-
cantly reduce the from-scratch re-computations without
sacrificing accuracy.

3 THE BOTTOM-UP ALGORITHM

In this section, we propose a bottom-up algorithm to cor-
rectly compute the core decomposition on uncertain graphs
based on an on-demand h-degree computation technique.
Our algorithm follows a bottom-up computational manner
which first computes the h-core numbers for the low-core
nodes and then calculates the h-core numbers for the high-
core nodes. To reduce the re-computations of h-degrees, our
algorithm adopts an on-demand computation technique.
Specifically, the algorithm maintains a lower bound of the
h-core number for each node. After peeling a node v, the
neighbors with lower bounds no less than v’s h-degree are
definitely not removed from G in this iteration, and thus we
do not need to recompute the h-degrees for all these neigh-
bors. Below, we first introduce two existing lower bounds
of the h-core numbers, and then present our bottom-up algo-
rithm and a lazy update optimization.

3.1 Two Existing Lower Bounds

The ðh; kÞ-topcore Based Lower Bound. In [15], Li et al. introduced
a different concept of k-core on uncertain graphs, called
ðh; kÞ-topcore, in which the h-topcore number was shown to be
a lower bound of the h-core number for any node.

LetNk
v ðGÞ be the set of k edges with the highest probabili-

ties inNvðGÞ. The h-topdegree of a node is defined as follows.

Definition 3 (h-topdegree). Given an uncertain graph G and a
probabilistic threshold h 2 ½0; 1�, the h-topdegree of v 2 V ,
denoted by h-topdegvðGÞ, is a maximal k such that pk

vðGÞ � h,
where pk

vðGÞ ¼
Q

e2Nk
v ðGÞ pe, i.e., h-topdegvðGÞ ¼ maxfkjpk

vðGÞ
� hg.
By Definition 3, the definition of ðh; kÞ-topcore is given

below.

Definition 4 (ðh; kÞ-topcore). Given an uncertain graph G, a
positive integer k, and a probabilistic threshold h 2 ½0; 1�, an
ðh; kÞ-topcore is a maximal subgraph G0 ¼ ðV 0; E0; pÞ of G such
that each node v 2 V 0 has a h-topdegree no less than k.

By Definition 4, the h-topcore number of v, called
h-topcoreðvÞ, is a largest integer k such that there exists a sub-
graph ðh; kÞ-topcore containing v. Li et al. shown that
h-topcoreðvÞ is a lower bound of h-coreðvÞ for each node v in
G with any given h 2 ½0; 1� [15]. Moreover, as shown in [15],
all the ðh; kÞ-topcores can be computed by a similar peeling
algorithm using Oðmlog ðdmaxÞÞ time.

The Beta-Function Based Lower Bound. Another existing
lower bound of the h-core is based on a regularized beta
function which was proposed in [8]. In particular, Bonchi
et al. [8] proved the following inequality:

Pr½dvðGÞ � k� � IpminðvÞðk; dvðGÞ � kþ 1Þ; (6)

where pminðvÞ is the minimum probability in EvðGÞ and
Izða; bÞ ¼

Paþb�1
i¼a aþ b� 1izið1� zÞaþb�1�i is the regularized

beta function [23]. This regularized beta function is a cumula-
tive distribution of an event with an existence probability z
that occurs no less than a times of aþ b� 1 repeated experi-
ments. By Eq. (6), it is easy to derive that h-LBðvÞ ¼ maxfk 2
½0; . . . ; dvðGÞ�jIpminðvÞðk; dvðGÞ � kþ 1Þ � hg is a lower bound
of the h-degree of v. Based on h-LB, we can use a peeling
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algorithmwhich iteratively removes the node with the small-
est h-LB to obtain a lower bound of the h-core number for each
node. Bonchi et al. [8] shown that such a beta-function based
lower bound can be computed inOðmlog ðdmaxÞÞ time.

Remark. It is worth remarking that the above two lower
bounds can be computed accurately. This is because both of
these two lower bounds can be efficiently updated after
deleting an edge without involving recursive floating-point
number division operations [8], [15], and thus the algorithm
can obtain accurate lower bounds.

Algorithm 1. BottomUpUCDðG; hÞ
Input: an uncertain graph G ¼ ðV;E; pÞ and a parameter

h 2 ½0; 1�
Output: h-coreðvÞ for all v 2 V

1 ub core numbers of all nodes in the deterministic graph
of G

2 lb the final lower bound of all nodes
3 degðvÞ  0 for all v 2 V
4 k 0
5 while V 6¼ ; do
6 C  fv 2 V jlbðvÞ ¼ kg
7 foreach v 2 C do
8 degðvÞ  DPðG; v; ubðvÞÞ
9 D fv 2 V jdegðvÞ � k; lbðvÞ � kg
10 foreach v 2 D do
11 h-coreðvÞ  k
12 Remove v fromD and V
13 foreach u 2 NvðGÞ s.t. degðuÞ > k do
14 degðuÞ  DPðG; u; ubðuÞÞ
15 if degðuÞ � k D D [ fug
16 k kþ 1
17 Procedure DPðG; v; ubðvÞÞ
18 Let NvðGÞ ¼ fe0; e1; . . . ; edvðGÞ�1g be the set of neighbors of v
19 F ði; 0Þ  1 for all i 2 ½0; dvðGÞ�
20 F ði� 1; iÞ  0 for all 0 < i � ubðvÞ
21 for i ¼ 1 to ubðvÞ do
22 for j ¼ i to dvðGÞ do
23 F ðj; iÞ ¼ pejF ðj� 1; i� 1Þ þ ð1� pejÞF ðj� 1; iÞ
24 if F ðdvðGÞ; iÞ < h return i� 1
25 return ubðvÞ

3.2 The Basic Bottom-Up Algorithm

Equipped with the above two lower bounds, we present a
bottom-up algorithm to compute the h-cores for all nodes.
Initially, the algorithm calculates two lower bounds for each
node, instead of computing the h-degrees. For each node,
the final lower bound is obtained by taking the maximum
value between these two lower bounds. The algorithm itera-
tively processes the nodes following a non-decreasing order
of the final lower bounds. In the kth iteration, the algorithm
only computes the h-degrees for the nodes with lower bound
equaling k. Then, the algorithm removes these nodes and
recomputes the h-degrees of the neighbor nodes if 1) their
previous h-degrees are larger than k and 2) their lower
bounds are less than or equal to k. The algorithm terminates
if all nodes are deleted. The detailed implementation of this
algorithm is shown in Algorithm 1.

Specifically, Algorithm 1 first computes the core numbers
of all nodes in the deterministic graph of G (line 1), which will

be applied to speed up theDPprocedure (lines 17-25) to calcu-
late the h-degree for each node as used in [15]. Then, Algo-
rithm 1 computes the final lower bound for each node (line 2)
and sets the initial h-degrees of all nodes to 0 (line 3). After
that, the algorithm iteratively calculates the ðk; hÞ-cores from
k ¼ 0 to k ¼ kmax (lines 5-16). In the kth iteration, the algo-
rithm computes the h-degrees of the nodes with lower bounds
equaling k (lines 6-8). The algorithm makes use of a set D to
maintain all the nodes whose h-degrees and lower bounds are
no larger than k (line 9). Then, for each node v 2 D, the algo-
rithm removes v from G and sets the h-core number of v to k
(lines 10-12). Subsequently, the algorithm invokes the DP pro-
cedure to recompute the h-degrees of v’s neighbors if their cur-
rent h-degrees are larger than k (lines 13-14). Note that the
h-degrees of the v’s neighbors with lower bounds larger than k
must be equal to the initial value 0. Therefore, the algorithm
does not need to recompute the h-degrees of those neighbors.
For a neighbor node u, if its updated h-degree is smaller than
or equal to k, the algorithm adds it to the set D (line 15). By
this algorithm, all the nodes with h-core numbers equaling k
can be identified in the kth iteration.

Since Algorithm 1 recomputes the h-degrees using the DP
algorithm, the correctness of the algorithm can be guaran-
teed. The following example illustrates how the algorithm
works.

Example 2. Consider the uncertain graph G in Fig. 1. Sup-
pose that h ¼ 0:3. Then, we can easily derive that the
h-topcore numbers of the nodes fv9; v10g are 1, the h-topcore
numbers of the nodes fv5; . . . ; v8g are 2, and the h-topcore
numbers of the remaining nodes fv1; . . . ; v4g are 3. Since
the topcore based lower bound is tight in this example, we
do not consider the beta-function based lower bound. In
the peeling stage, Algorithm 1 calculates the h-degrees of
nodes fv9; v10g which are equal to 1, and thus obtain D ¼
fv9; v10g. Then, Algorithm 1 sets the h-core numbers for
fv9; v10g to 1. When removing nodes in D, none of their
neighbors need to recompute the h-degrees, because the
lower bounds of all the neighbors are larger than 1. In the
second iteration, the algorithm calculates the h-degrees for
the nodes fv5; . . . ; v8g, and then setD ¼ fv5; . . . ; v8g. Then,
for each node in D, the algorithm removes it from G and
sets the h-core number to 2. Similarly, there is no neighbor
whose h-degree needs to be recomputed. In the third itera-
tion, we can easily obtain that the nodes fv1; . . . ; v4g will
be removed from Gwhose h-core numbers are set to 3.

The above example indicates that Algorithm 1 with a
good lower bound can significantly avoid from-scratch re-
computations of h-degrees. In our experiments, we will
show that Algorithm 1 is indeed much more efficient than
the existing peeling algorithm. Below, we analyze the time
and space complexity of Algorithm 1.

Theorem 1. The worst-case time and space complexity of Algo-
rithm 1 is Oððmþ nÞdmaxdÞ and Oðmþ nÞ respectively, where
d is the maximum core number of the deterministic graph of G.

Proof. For the time complexity, the algorithm first takes
Oððmþ nÞlog ðdmaxÞÞ to compute the lower bounds. When
peeling a node v, the algorithm needs to 1) compute the
h-degree of v which consumes OðdvcvÞ time complexity,
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and 2) recompute the h-degrees of v’s neighbors which
takes at most OðPu2NvðGÞ cu � duÞ. As a result, the total
time overhead consumed in the peeling stage is
OðPv2V

P
u2NvðGÞ ðcu � duÞÞ < Oððmþ nÞdmaxdÞ. For the

space complexity, the algorithm only uses several linear-
size arrays to maintain the h-degrees, the h-core numbers
and the setD. In the DP procedure, we can use two arrays
to maintain the values of F (line 23) which consumes at
most OðnÞ space. Therefore, the total space complexity of
Algorithm 1 is Oðmþ nÞ. tu

Algorithm 2. ImpBottomUpUCDðG; hÞ
Input: an uncertain graph G ¼ ðV;E; pÞ and a parameter

h 2 ½0; 1�
Output: h-coreðvÞ for all v 2 V

1 Lines 1-9 of Algorithm 1
2 whileD 6¼ ; do
3 Q S

v2Dfu 2 NvðGÞjdegðuÞ > kg h-coreðvÞ  k for all
v 2 D

4 Remove all nodes ofD from G and setD ;
5 foreach u 2 Q do
7 degðuÞ  DPðG; u; ubðuÞÞ
8 if degðuÞ � k D D [ fug
9 Lines 16-25 of Algorithm 1

3.3 The Lazy Update Optimization

Although Algorithm 1 can largely avoid from-scratch re-
computations of h-degrees with a tight lower bound, there is
still much room for optimization. In particular, we observe
that if two nodes u and v are removed in the same iteration,
the h-degrees of their common neighbors may be recom-
puted twice by u and v respectively. Based on this observa-
tion, we develop a lazy update optimization to further
reduce the from-scratch re-computations of h-degrees. Our
optimized algorithm is shown in Algorithm 2.

Similar to Algorithm 1, Algorithm 2 first computes the
upper and lower bounds of all nodes in the initial stage
(line 1). Then, in the peeling stage, Algorithm 2 also obtains
a node set D which contains all nodes to be removed in the
current iteration. Unlike Algorithm 1, when removing a
node v 2 D from G, Algorithm 2 does not immediately
recompute the h-degree of v’s neighbors that have an
h-degree larger than k. Instead, it pushes those nodes into a
set Q in which each node only appears once (line 3). After
that, Algorithm 2 recomputes the h-degrees for each node in
Q (lines 6-8). Clearly, Algorithm 2 only recomputes the
h-degree of a neighbor node at most once when removing
the nodes inD. Thus, Algorithm 2 can significantly improve
the efficiency of the basic bottom-up algorithm, which is
also confirmed in our experiments.

4 THE TOP-DOWN ALGORITHM

In the previous section, we have proposed a bottom-up
algorithm to reduce from-scratch re-computations of
h-degrees. However, its performance is dependent on the
quality of the lower bound. Since two existing lower bounds
used in Algorithm 1 are often not very tight in real-world
graphs, the algorithm may still be very costly when han-
dling large real-world graphs. To further improve the

efficiency, in this section, we develop a top-down algorithm
which does not rely on the lower bounds.

4.1 The Basic Top-Down Algorithm

Unlike the bottom-up algorithm, the top-down algorithm
computes the ðk; hÞ-cores from k ¼ kmax to k ¼ 0. The chal-
lenges in developing an efficient top-down algorithm are
twofold: 1) how to efficiently identify the ðkmax; hÞ-core from
the uncertain graph G; 2) how to reduce the unnecessary
computations when computing ðk0; hÞ-core given that all the
ðk; hÞ-cores with k > k0 have already been obtained. Below,
we describe our solution to tackle these challenges.

For each node u, let ubðuÞ ¼ coreðuÞ be the core number of
u in the deterministic graph G of Gwhich is an upper bound
of the h-core number of u. Let C�k ¼ ðV �k; E�k; pÞ be a sub-
graph of G induced by the nodes in V �k, where each node in
V �k has a core number no less than k (coreðvÞ � k for each
v 2 V �k). Clearly, the ðk; hÞ-core of G must be contained in
the subgraph C�k for any parameter h 2 ½0; 1�. That is to say,
we can exactly compute the ðk; hÞ-core in the subgraph C�k,
instead of in the original uncertain graph G. Based on this,
we can devise an efficient binary-search algorithm to iden-
tify the ðkmax; hÞ-core.

In particular, we assume that maxc is the maximum core
number of the deterministic graph G of G. The binary-search
algorithm first computes the ðmaxc

2 ; hÞ-core in C�maxc
2 . Note

that for a given k ¼ maxc
2 , we can make use of a peeling algo-

rithm to compute the ðk; hÞ-core by iteratively removing the
nodes with h-degrees smaller than k. If there is no such a
ðmaxc

2 ; hÞ-core, the algorithm continues to detect the

ðmaxc
4 ; hÞ-core in C�maxc

4 . Otherwise, it tries to find the

ð3maxc
4 ; hÞ-core in C�3maxc

4 . The binary-search algorithm termi-
nates until the ðkmax; hÞ-core is identified. The number of
iterations of the binary search procedure is bounded by
OðlogðmaxcÞÞ.

After obtaining the ðkmax; hÞ-core, the top-down algo-
rithm then sequentially computes the other ðk; hÞ-cores from
k ¼ kmax � 1 to k ¼ 0. Below, we develop several non-trivial
optimization techniques to reduce the unnecessary compu-
tations by fully using the already computed information.

(i) Optimizing the binary search procedure. Recall that the
binary search algorithm tries to compute ðk0; hÞ-core in C�k0
if the ðk; hÞ-core exists in C�k, where k0 is a mean value
between k and the upper bound of the maximum h-core. We
observe that it is not necessary to detect the ðk0; hÞ-core in
C�k0 , since the ðk0; hÞ-core is included in the ðk; hÞ-core with
k0 > k. Therefore, it is sufficient to compute the ðk0; hÞ-core
in the subgraph induced by the nodes in the ðk; hÞ-core with
h-degrees no less than k0. Clearly, such an induced subgraph
is no larger than C�k0 , thus the binary search procedure can
be accelerated by using this optimization.

(ii) Optimizing the ðk; hÞ-core computation for large k values.
Let maxlb be the minimal k such that the ðk; hÞ-core is suc-
cessfully detected by the binary search algorithm (i.e., the
first k that the binary search algorithm detects a ðk; hÞ-core).
Clearly, the h-degrees of the nodes in the ðmaxlb; hÞ-core
have already been obtained after detecting the
ðmaxlb; hÞ-core. When computing the ðk; hÞ-core for each k 2
½maxlbþ 1; kmax � 1�, we do not need to compute the
h-degrees for the nodes in C�k. Instead, we can directly use
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the h-degrees of the nodes that have been already computed
in the ðmaxlb; hÞ-core to compute the ðk; hÞ-core for all k 2
½maxlbþ 1; kmax � 1�. This is because the ðk; hÞ-core for each
k 2 ½maxlbþ 1; kmax � 1� is contained in the ðmaxlb; hÞ-core,
thus it is sufficient to compute such ðk; hÞ-cores in the
ðmaxlb; hÞ-core.

(iii) Incremental update of h-degrees. When the algorithm cal-
culates the ðk; hÞ-core for a particular k, it needs to initially com-
pute the h-degree for each node in C�k. Interestedly, we find
that by the top-down computational manner, the h-degrees of
the nodes in the initial stage of computing the ðk; hÞ-core can be
incrementally updated, instead of recomputing them from
scratch. Specifically, suppose that we have already obtained
the ðk; hÞ-cores for k � �k. Then, when we compute the
ðk; hÞ-cores for all k < �k, the h-degree of a node v in C�k can be
updated based on the h-degree of v in C��k by using Eq. (4). This
is because C��k is a subgraph of C�k, thus to compute the
h-degree of v in C�k, we only need to add the edges from
C�knC��k to update the h-degree of v in C��k which can be done
by using Eq. (4). It is important to note that Eq. (4) does not
involve any floating-point number division operations, thus
the incremental computations of h-degrees can be accurate.

(iv) Optimizing the computation of h-degrees. As shown in the
DP procedure (see lines 17-25 of Algorithm 1), the time cost for
computing the h-degree of a node v relies on the upper bound
of v. We note that the upper bound of the h-core number for
each node can be incrementally refined in our top-down algo-
rithm. Specifically, if a ðk; hÞ-core Hk is computed, the upper
bounds of the nodes in V nHk must be smaller than k, thus we
can use k� 1 to refine the upper bounds for all nodes in V nHk.
Based on the refined upper bounds, we can further reduce the
costs of computing the h-degrees. In addition, if the refined
upper bound of a node v in C�k is less than k and the current
h-degree of v is larger than or equal to k, thenwe do not need to
update the h-degree for v. This is because if the h-degree of a
node in a subgraph is no less than the upper bound of its h-core
number, then the h-degree truncated by its upper bound is still
equal to the upper bound, and thereby it is sufficient to cor-
rectly compute the ðk; hÞ-cores based on such truncated
h-degrees as shown in [15].

Implementation Details. The detailed implementation of
our algorithm is shown in Algorithm 3. To simplify the
description, Algorithm 3 only integrates the optimizations
(i), (ii) and (iii). Specifically, Algorithm 3 first invokes a
binary search procedure to detect the ðkmax; hÞ-core (lines 5-
14), in which optimization (i) (line 10) is employed after
obtaining the ðmaxlb; hÞ-core. Subsequently, Algorithm 3
starts to compute all ðk; hÞ-cores from kmax � 1 to 0 with opti-
mization (ii) (lines 16-24). In particular, if k � maxlb (lines 17-
18), the algorithm directly computes the ðk; hÞ-core by itera-
tively removing nodes that have an h-degree less than k in
the ðmaxlb; hÞ-core. Otherwise, the algorithm has to compute
or incrementally update the h-degrees of nodes in V �k

whose h-core is less than k (lines 20-22), and then it invokes
the peeling algorithm (lines 25-30) to compute the
ðk; hÞ-core. Note that the optimization (iii) is implemented in
line 9 and line 22, which can significantly reduce the redun-
dant computations of h-degrees.

Example 3. Consider the uncertain graph G in Fig. 1. Sup-
pose that h ¼ 0:3. Algorithm 3 first computes the upper

bound of each node’s h-core. Specifically, the upper
bound of v9 is 1, the upper bounds of fv5; . . . ; v8; v10g are
2 and the upper bounds of the other nodes are 3. Then, in
the binary search stage, the algorithm computes the
ðmaxlb; 0:3Þ-core and ðkmax; 0:3Þ-core which are fv1; . . . ; v8g
and fv1; . . . ; v4g respectively, where maxlb ¼ 2 and kmax ¼
3. Next, the algorithm starts to compute other
ðk; 0:3Þ-cores with k � 2 following a top-down manner.
For k ¼ 2, the algorithm can directly ignore it since
(2,0.3)-core has been computed previously. For k ¼ 1,
only two nodes fv9; v10g need to be computed. The algo-
rithm first computes the h-degree of v9 and updates the
h-degree of v10, and then it invokes the peeling procedure
to return the whole uncertain graph G as the (1,0.3)-core.

Algorithm 3. TopDownUCDðG; hÞ
Input: an uncertain graph G ¼ ðV;E; pÞ and a parameter

h 2 ½0; 1�
Output: h-coreðvÞ for all v 2 V

1 ub core numbers of all nodes in the deterministic graph
of G

2 V �k  fv 2 V jubðvÞ � kg; h-coreðvÞ  0 for all v 2 V
3 Denote by C�k the subgraph of G induced by V �k

4 minc 0; maxlb 0; maxc maxv2V fubðvÞg
5 while minc � maxc do
6 k ðmincþ maxcÞ=2
8 for v 2 V �k s.t maxlb ¼ 0 do
9 if ubðvÞ � maxc then degðvÞ  DPðC�k; v; ubðvÞÞ;
10 else Incrementally update degðvÞ;
11 if maxlb 6¼ 0 C�k  ðk0; hÞ-core; then
12 if CoreðC�k; deg; k; hÞ then maxlb ¼ 0 maxlb k;
13 minc kþ 1; kmax  k; k0  k
14 else maxc k� 1; kmax  maxc;
15 k kmax � 1
16 while k > 0 do
17 if k � maxlb then
18 H ðmaxlb; hÞ-core; CoreðH; degðHÞ; k; hÞ
19 elase
20 for v 2 V �k s.t h-coreðvÞ < k do
21 if ubðvÞ ¼ k then degðvÞ  DPðC�k; v; ubðvÞÞ;
22 else Incrementally update degðvÞ
23 CoreðC�k; deg; k; hÞ
24 k k� 1
25 Procedure CoreðG; deg; k; hÞ
26 curdeg deg
27 Iteratively remove the node v with curdegðvÞ < k from G,

and recompute the h-degree of its neighbors whose h-core is
less than k foreach remaining v in G s.t. h-coreðvÞ < k
doh-coreðvÞ  k;

29 if G 6¼ ; then return true
30 else return false

Complexity Analysis. We analyze the time and space com-
plexity of Algorithm 3 in the following theorem.

Theorem 2. The worst-case time and space complexity of Algo-
rithm 3 is Oððmþ nÞdmaxdÞ and Oðmþ nÞ respectively, where
d is the maximum core number of the deterministic graph of G.

Proof. We first analyze the time complexity. First, Algo-
rithm 3 takes Oððmþ nÞdmaxÞ time to compute a ðk; hÞ-core
for a particular k based on a peeling algorithm (lines 25-
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30). Second, Algorithm 3 invokes a binary search proce-
dure to compute the ðkmax; hÞ-core which consumes at
most Oððmþ nÞdmaxlog ðdÞÞ time (lines 5-14). Third, to
compute the other ðk; hÞ-cores one by one which takes at
most Oððmþ nÞdmaxdÞ. As a result, the total time complex-
ity of Algorithm 3 is Oððmþ nÞdmaxdÞ. For the space com-
plexity, the algorithm only uses several additional linear-
size arrays to maintain the upper bounds and h-degrees.
Therefore, the space overhead of our algorithm is
Oðmþ nÞ. tu
Note that the worst-case time complexity of Algorithm 3

is the same as that of Algorithm 2. However, as shown in
our experiments, the practical performance of Algorithm 3
is often much better than that of Algorithm 2 on large uncer-
tain graphs due to the high pruning performance of the pro-
posed optimization techniques.

4.2 The Landmark-Core Based Algorithm

We notice that in Algorithm 3, there exist some nodes that
have an h-degree no less than k in C�k but their h-core num-
bers are much less than k. As a consequence, the h-degrees
of such nodes may be frequently recomputed in the peeling
procedure for computing the ðk; hÞ-cores. To reduce such
unnecessary re-computations, we develop two landmark-
core based top-down algorithms. The key idea of our algo-
rithms is as follows. First, similar to Algorithm 3, the algo-
rithms invoke a binary search procedure to compute the
ðmaxlb; hÞ-core and the ðkmax; hÞ-core. Second, to compute
the ðk; hÞ-cores for k 2 ½0;maxlb� 1�, the algorithms first par-
tition the interval ½0;maxlb� 1� by selecting some landmark
k values in ½0;maxlb� 1�, and then compute the ðk; hÞ-cores
based on the selected landmarks using the peeling proce-
dure. After that, the algorithms compute the ðk; hÞ-cores for
all k values in each subinterval on the subgraph induced by
the corresponding landmark ðk; hÞ-core (similar to optimiza-
tion (ii)).

More specifically, our first landmark selection strategy is
inspired by a binary search strategy. First, we partition the
interval ½0;maxlb� 1� into log ðmaxlbÞ subintervals. Let C�maxlb

2i

be a subgraph induced by the node setV
�maxlb

2i , where i is a pos-
itive integer in the interval ½1; blog ðmaxlbÞc þ 1� (we set 2i ¼
maxlb if i > logðmaxlbÞ). Then, we compute the ðmaxlb

2i
; hÞ-core

in C�maxlb

2i according to the non-decreasing order of i. After that,
we compute the ðk; hÞ-core for each k 2 ½maxlb

2i
þ 1; maxlb

2i�1 � in the
subgraph induced by the nodes that are 1) contained in the
ðmaxlb

2i
; hÞ-core, and 2) with h-degrees no less than k. An alterna-

tive landmark selection strategy is based on an isometric parti-
tion method. Specifically, the interval ½0;maxlb� 1� is first
partitioned into equal-size subintervals, and then a similar
landmark core based method is applied to compute the
ðk; hÞ-cores. In our experiments, we will show that such a sim-
ple isometric partition strategy is very efficient in practice.

5 THE PARALLEL ALGORITHMS

In this section, we develop parallel variants of all the pro-
posed algorithms. Below, we first propose a parallel algo-
rithm for computing the lower bounds used in the bottom-
up algorithms. Then, we will show how to parallelize the
ðk; hÞ-cores computation algorithms.

Algorithm 4. ParallelLowerBoundðG; hÞ
Input: an uncertain graph G ¼ ðV;E; pÞ and a parameter

h 2 ½0; 1�
Output lbðvÞ for all v 2 V

1 Compute h-topdegvðGÞ for each v 2 V in parallel;
2 B½i�  ; parallel for each i 2 ½1; dmax�; k 0
3 cntðvÞ  1 for each v 2 V in parallel;
4 while G is not empty do
5 C  fv 2 V jh-topdegvðGÞ ¼ kg
6 while C 6¼ ; do
7 parallel for v 2 C do
8 lbðvÞ  k
9 Remove v from C and G
10 foreach u 2 NvðGÞ s.t. h-topdeguðGÞ > k do
11 i cntðuÞ++ (atomic operation)
12 B½i�  B½i� [ fug (atomic operation)
13 for i ¼ 1 to i ¼ lenðBÞ do
14 parallel for u 2 B½i� do
15 Update h-topdeguðGÞ
16 if h-topdeguðGÞ � k s.t. u =2 C then
17 C  C [ fug (atomic operation)
18 cntðuÞ  1
19 B½i�  ;
20 k kþ 1

5.1 Parallel Lower Bound Computation

Recall that the ðh; kÞ-topcore based lower bound and the
beta-function based lower bound are derived by an iterative
peeling procedure. Here we develop an efficient parallel
algorithm to compute these lower bounds. Below, we focus
mainly on computing the ðh; kÞ-topcore based lower bound,
and the same technique can be easily adapted to calculate
the beta-function based lower bound.

The peeling algorithm computes the ðh; kÞ-topcore by iter-
atively removing the nodes with the smallest h-topdegree.
When deleting a node v, the algorithm also needs to update
the h-topdegrees of v’s neighbors. Clearly, the procedure of
updating neighbors’ h-topdegrees can be done in parallel.
However, such a straightforward parallel strategy is not
very efficient. This is because many nodes often have a few
neighbors that are needed to update their h-topdegrees, thus
the degree of parallelism of this algorithm can be very low.
Below, we develop a new edge-parallel strategy to improve
the parallel performance of the peeling algorithm.

The key idea of our algorithm is described as follows.
When removing a node v, we do not immediately update the
h-topdegrees of v’s neighbors. Instead, for each deleted edge
ðv; uÞ, we record the neighbor node u using a set B. Clearly,
for different neighbors recorded in B, we can update the
h-topdegrees in parallel. However, a node umay be a neighbor
of several nodes that are deleted in the kth iteration, thus for
the same neighbor node u, we cannot update u’s h-topdegree
in parallel. To overcome this issue, we can make use of an
array of setsB½i� (for i � dmax) to record the neighbors, satisfy-
ing that the neighbor nodes in B½i� for a particular i must be
different. Then, we can process each B½i� in parallel. The
detailed description of our algorithm is shown inAlgorithm4.

Algorithm 4 first computes the topcore for all nodes in G in
parallel (line 1). Then, the algorithm initializes an array of sets
B½i� (for i � dmax) and a counting array cnt which is used to
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record the number of times that a node acts as a neighbor of
the deleted nodes (lines 2-3). After that, the algorithm itera-
tively removes nodeswith h-topdegrees equaling k (from k ¼ 0
to k ¼ kmax) to compute the ðh; kÞ-topcores (lines 4-20). In the
kth iteration, the algorithm first identifies all nodes C with
h-topdegrees equaling k (line 5). Then, the algorithm processes
the nodes inC in parallel (lines 7-12). For each v 2 C, the algo-
rithm records the neighbors of v in a setB½i� (lines 10-12). Sub-
sequently, the algorithm updates the h-topdegrees for all nodes
in B½i� in parallel (lines 13-19). Note that the time complexity
of constructing the array of sets B½i� (for all i) is OðrÞ, where r
is the number of removed edges in the kth iteration (for any k).
Thus, the proposed edge-parallel strategy does not increase
the total time complexity of the algorithm. Moreover, the
degree of parallelism of the proposed edge-parallel strategy is
higher than that of the straightforward parallel strategy. For
example, suppose that there are C ¼ fv1; . . . ; vtg nodes to be
deleted in the k-iteration. Let di be the degree of vi 2 C. Then,
the maximum degree of parallelism of the straightforward
strategy is d̂ ¼ maxfd1; . . . ; dtg. However, for the edge-parallel
strategy, the maximum degree of parallelism can be up to ~d ¼
j S v2CfNvðGÞgj ¼ B½1�which is no less than d̂.

5.2 Parallel Uncertain Core Decomposition

We find that Algorithms 2 and 3 can be easily parallelized,
since the re-computations of nodes’ h-degrees are completely
independent in these algorithms. The critical thing that
should be noted for devising the parallel variants of these
algorithms is as follows. In the kth iteration, all the neighbors
of the deleted nodes that have an h-degree larger than k must
be sequentially pushed into a set Q, and then we can recom-
pute their h-degrees in parallel. Due to the space limit, we only
introduce the details of the parallel version of Algorithm 2,
since the parallel peeling procedure of Algorithm 3 can be
implemented in a similar manner. The detailed description of
our parallel algorithm is shown inAlgorithm 5.

Algorithm 5. PUCDðG; hÞ
Input: an uncertain graph G ¼ ðV;E; pÞ and a parameter

h 2 ½0; 1�
Output: h-coreðvÞ for all v 2 V

1 ub parallel core decomposition in the deterministic
graph of G

2 lb ParallelLowerBoundðG; h);
3 degðvÞ  0 for all v 2 V in parallel;
4 k 0
5 while G is not empty do
6 C  fv 2 V jlbðvÞ ¼ kg
7 degðvÞ  DPðG; v; ubðvÞÞ for all v 2 C in parallel;
8 D fv 2 V jdegðvÞ � k; lbðvÞ � kg;Q ;
9 whileD 6¼ ; do
10 parallel for v 2 D do
11 h-coreðvÞ  k
12 Remove v fromD and G
13 foreach u 2 NvðGÞ s.t. degðuÞ > k do
14 if u =2 Q Q Q [ fug (atomic operation);
15 parallel for u 2 Q do
16 degðuÞ  DPðG; u; ubðuÞÞ
17 if degðuÞ � k D D [ fug (atomic operation);
18 k kþ 1

In the initial stage, Algorithm 5 first invokes the parallel
lower and upper bound algorithms to obtain the bounds of
the h-core number for each node (lines 1-2). Note that we
can use an existing parallel core decomposition algorithm
for deterministic graphs [24] to compute the upper bound.
Then, in the peeling stage (lines 5-18), the algorithm first
computes the h-degrees of nodes whose lower bounds are
equal to k in parallel (lines 6-7), and adds all nodes to be
deleted into a set D (line 8). Subsequently, the algorithm
processes the nodes in D in parallel (lines 10-14). Note that
for each neighbor of a node in D, if it needs to update its
h-degree, the algorithm adds it into a set Q with an atomic
add operation, because Q is a shared variable by different
threads. After that, the algorithm recomputes the h-degrees
of the nodes in Q in parallel (lines 15-17), since the re-com-
putation of the h-degree of each node in Q is independent.
Similarly, the algorithm also invokes an atomic add operation
to maintain the set D (line 17). The algorithm terminates if
all nodes are removed from G. Clearly, the total CPU time of
Algorithm 5 is equal to that of Algorithm 2.

6 EXPERIMENTS

In this section, we conduct extensive experiments to evalu-
ate the efficiency, scalability, and accuracy of different algo-
rithms. Below, we first introduce the experimental setup
and then report our results.

6.1 Experimental Setup

We implement five sequential algorithms Basic, BU, BUþ, TD,
and TDþ to compute the accurate ðk; hÞ-cores. Basic is the
state-of-the-art exact peeling ðk; hÞ-core algorithm proposed
by Bonchi et al. [8], which invokes the DP algorithm to
recompute h-degrees in each iteration. BU denotes our basic
bottom-up algorithm described in Algorithm 1, and BUþ is
the bottom-up algorithm with the lazy update optimization,
i.e., Algorithm 2. TD denotes the basic top-down algorithm
presented in Algorithm 3, and TDþ is the landmark-core
based top-down algorithm proposed in Section 4.2. Note
that for TDþ, we make use of the isometric-partition based
landmark selection strategy, as it is more efficient than the
binary-search based partition strategy. We will evaluate the
effect of different landmark selection strategies in Exp-2. In
addition, we also implement two parallel versions of BUþ
and TDþ using OpenMP which are denoted by PBUþ and
PTDþ respectively. All algorithms are implemented in C++.
All experiments are tested on a PC with two 2.1 GHz Xeon
CPUs (16 cores in total) and 128GB memory running Cen-
tOS 7.6.

Datasets. We make use of five large real-world graphs to
evaluate the efficiency and scalability of our algorithms. Table 1
shows the detailed statistics of each dataset, where the last two
columns represent the maximum degree and maximum core
number of the graph, respectively.DBLP is a scientific collabora-
tion network which is extracted from the DBLP computer sci-
ence bibliography (http://dblp.uni-trier.de/xml/). Both Wiki

and Stackof are the communication networks, while both SocLJ

and Hollywood are social networks. DBLP, Wiki, and Stackof are
weighted graphswhere each edge ðu; vÞ denotes the interaction
frequency between u and v, while SocLJ and Hollywood are un-
weighted graphs. We download the Wiki and SocLJ datasets
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from (http://konect.cc/networks/). Stackof and Hollywood are
downloaded from (http://snap.stanford.edu/data/) and
(http://law.di.unimi.it/datasets.php), respectively.

For each dataset, we generate an uncertain graph using
two different methods. For the first method, we indepen-
dently generate a probability for each edge of a graph based
on a [0,1] uniform distribution. For the second method, we
adopt an exponential distribution to generate the probabil-
ity for each edge which has been widely used in the uncer-
tain graph mining literature [9], [18], [21]. More specifically,
for the weighted graphs, we make use of an exponential
cumulative distribution with expectation 2 to the weight of
an edge to generate a probability. For the un-weighted
graphs, we first randomly assign a weight to each edge, and
then use the same exponential distribution method to gener-
ate the probabilities. In our experiments, the dataset named
with a suffix “uni” (“exp”) denotes the uncertain graph gen-
erated by the first (second) method.

Parameters. There is only one parameter in our algo-
rithms: h 2 ½0; 1�. In our experiments, the default value of h
is 0.4 unless otherwise specified. Note that if h ¼ 0, the
ðk; hÞ-core of G is the same as the k-core of the corresponding
deterministic graph.

6.2 Efficiency Testings

Exp-1: Efficiency of Sequential Algorithms. Fig. 2 shows the run-
time of Basic, BU, BUþ, TD, and TDþ on each dataset with a
varying h. The symbol “INF” means that the algorithm can-
not terminate within 10 days. From Fig. 2, we can see that all
the proposed algorithms are much faster than the state-of-
the-art exact algorithm Basic. As expected, the Basic algo-
rithm is very costly for computing the ðk; hÞ-core decomposi-
tion on all datasets due to the extensive from-scratch re-

computations of h-degrees. It even takes several days to com-
plete the computation on a medium-sized graph Wiki. Our
best algorithm TDþ, however, takes only a few seconds to
compute the ðk; hÞ-core decomposition on the same graph.
Generally, the proposed top-down algorithms are more effi-
cient than the bottom-up algorithms. The best top-down
algorithm TDþ significantly outperforms all the other com-
petitors on all datasets. In particular, TDþ can achieve up to
one order of magnitude faster than BUþ, two orders of mag-
nitude faster than BU, and three orders of magnitude faster
than Basic respectively on the largest dataset Hollywood. For
example, in Fig. 2j, when h ¼ 0:4, TDþ only takes 2,444 sec-
onds while TD, BUþ, and BU consume 12,847 seconds, 91,073
seconds, and 293,668 seconds respectively to compute all
ðk; hÞ-cores on Hollywood-uni. Generally, BUþ is 3� to 9� faster
than BU, and TDþ is 1� to 5� faster than TD on most datasets
due to the effect of the proposed optimization technique.
Moreover, we can see that all the proposed algorithms are
robust w.r.t. the parameter h on most datasets. These results
demonstrate the high efficiency of the proposed algorithms.

Additionally, we observe that the time overheads of BUþ
and BU on the uncertain graphs with probabilities generated
by the exponential cumulative distribution are generally less
than those of the same algorithms on the uncertain graphs
with uniform edge probabilities. This is because the edge
probabilities generated by the exponential cumulative distri-
bution are often larger than the uniform edge probabilities.
Thus, the lower bound (used in the bottom-up algorithms)
on the uncertain graphs with probabilities generated by the
exponential cumulative distribution is often much tighter,
compared to the uncertain graphs with uniform edge proba-
bilities. As expected, the runtime of TDþ and TD is not very
sensitive with respect to (w.r.t.) the two different types of
uncertain graphs. This is because the top-down algorithms
do not rely on the lower bound.

Exp-2: The Effect of Different Landmark Techniques. In this
experiment, we evaluate the effect of different landmark
selection strategies used in the top-down algorithm. Let
TD-B (TD-I) be the binary-search partition (isometric-parti-
tion) based landmark selection strategy. Fig. 3 shows the
runtime of different algorithms on SocLJ and Hollywood. The
results on the other datasets are consistent. From the Fig. 3,
we observe that TD-I significantly outperforms TD-B on all
datasets with all parameter settings. For example, when h ¼

TABLE 1
Datasets

Dataset jV j jEj dmax d

DBLP 2,536,460 22,056,096 3,087 263
Wiki 2,987,535 24,981,163 146,311 210
Stackof 2,601,977 63,497,050 44,065 198
SocLJ 4,847,571 68,475,391 22,887 372
Hollywood 2,180,759 228,985,632 13,107 1,296

Fig. 2. Runtime of different sequential algorithms.
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0:4, TD-I takes 2,755 seconds to compute all ðk; hÞ-cores on
Hollywood-exp, while TD-B consumes 7,021 seconds to com-
plete the computation. These results indicate that the iso-
metric-partition strategy is more effective than the binary-
search based partition strategy to reduce the from-scratch
re-computations of h-degrees in our top-down algorithm.

Exp-3: Efficiency of Parallel Algorithms. In this experiment,
we evaluate the performance of the two parallel algorithms:
PBUþ and PTDþ. Fig. 4 shows the runtime of each algorithm
on five uncertain graphs with probabilities generated by
exponential cumulative distribution. The results on the
uncertain graphs with uniform edge probabilities are consis-
tent. From Fig. 4, we can see that the time consumptions of
all algorithms rapidly decrease as the number of threads
increases. Moreover, on most datasets, the speedup ratios of
both PTDþ and PBUþ can reach up to 10 using 16 threads. For
example, on Hollywood-exp, PTDþ and PBUþ take 2,755 and
100,979 seconds to compute all ðk; hÞ-cores with one thread
respectively. However, when using 16 threads, they only
consume 258 and 8,016 seconds to complete the ðk; hÞ-cores
computation respectively. These results indicate that both
PTDþ and PBUþ exhibit a very good parallel efficiency.

Exp-4: Efficiency of the Parallel Lower Bound Algorithms.
Here we evaluate the parallel performance of two lower-
bound computation algorithms with the edge-parallel strat-
egy proposed in Section 5.1. Let PLB-T and PLB-B be the
algorithms for computing topcore and the beta function
based lower bounds, respectively. Fig. 5 shows the runtime
of each lower-bound computation algorithm using different
number of threads on SocLJ and Hollywood. Similar results
can also be obtained on the other datasets. As can be seen in
Fig. 5, the runtime of each parallel algorithm quickly
decreases as the number of threads increases. The speedup
ratio of PLB-B is around 10 when using 16 threads, while

the speedup ratio of PLB-T is around 6.7. Moreover, we can
see that PLB-T is significantly faster than PLB-B, because the
update of the beta function is more expensive than the
update of the h-topdegree. These results confirm the high
efficiency of the parallel lower bound computation algo-
rithms with the edge-parallel strategy.

Exp-5: Scalability Testing.Herewe investigate the scalability
of the best bottom-up and top-down algorithms using the
largest dataset Hollywood. Specifically, we generate four sub-
graphs by randomly sampling 20–80% of nodes (edges) from
Hollywood, and evaluate the time overheads of our algorithms
on the four subgraphs. Figs. 6a and 6b show the scalability
results of BUþ and TDþ on Hollywood-exp using a single thread.
As can be seen, the runtime of TDþ increases smoothly as jV j
or jEj increases, while the runtime of BUþ increases sharply.
In addition, we also evaluate the scalability of the parallel ver-
sions of BUþ and TDþ. Figs. 6c and 6d show the scalability
results of parallel BUþ and TDþ using 16 threads. We can

Fig. 3. Runtime of the top-down algorithms with different landmark selec-
tion strategies.

Fig. 4. Runtime of different parallel algorithms (h ¼ 0:4).

Fig. 5. Runtime of parallel lower bound algorithms (h ¼ 0:4).

Fig. 6. Scalability of different algorithms.
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observe that the scalability of parallel algorithms is similar to
the corresponding sequential algorithms with varying jV j
and jEj. These results indicate that both the sequential and
parallel versions of TDþ exhibit a very good scalability perfor-
mance in computing all ðk; hÞ-cores.

Exp-6: Memory Overhead. In this experiment, we evaluate
the space consumptions of BUþ and TDþ. Fig. 7 shows the
memory overheads of BUþ and TDþ on all datasets. As can
be seen, the space usages of BUþ and TDþ is around twice
the graph size on all datasets, because both of these algo-
rithms have a linear space complexity. These results indi-
cate that both BUþ and TDþ are highly space-efficient.

6.3 Accuracy Testings

Exp-7: Accuracy of the Existing Algorithms. Recall that existing
algorithms [8], [9], [15] that use Eq. (5) to update the
h-degrees will obtain incorrect core decomposition due to
the inaccuracy of the recursive floating-point number divi-
sion operations. In this experiment, we study the accuracy
of such an inexact algorithm proposed in [15], denoted by
InExactUCD, which is shown to be faster than the inexact
algorithms proposed in [8], [9]. Note that we use 64 bits (the
double data type in C++) to represent a floating-point num-
ber in the implementation of the InExactUCD algorithm.

Let h-coreðvÞ be the h-core number of v 2 V generated by
InExactUCD, and the h-coreðvÞ is the correct h-core number of v
computed by our algorithms. We first evaluate the average
errors of the h-cores computed by InExactUCD using the follow-
ing two metrics: (i) ðPv2Ckðjh-coreðvÞ � h-coreðvÞjÞÞ=jCkj, and
(ii) ðPv2C�kðh-coreðvÞ �h-coreðvÞjÞÞ=jC�kj, where Ck is a set of
nodes with h-core numbers equaling k, and C�k is a set of
nodewith h-core number no less than k. Fig. 8 shows the result
on SocLJ and Hollywood, and the results on the other datasets

are consistent. In Figs. 8a and 8b, we can observe that for most
k values, the average errors of InExactUCD based on the first
metric are very high on both SocLJ and Hollywood. For a partic-
ular k, the maximum average error of InExactUCD can be
higher than 677 and 248 on Hollywood-uni and Hollywood-exp
respectively. From Figs. 8c and 8d, we can see that the average
errors of InExactUCD based on the second metric are also very
high. In general, the average errors of InExactUCD increase
with k increases, indicating that the high-order ðk; hÞ-cores
computed by InExactUCD are often much less precise than the
lower-order ðk; hÞ-cores obtained by InExactUCD. These results
indicate that the existing algorithms that apply Eq. (5) to
update the h-degrees are extremely imprecise for computing
the ðk; hÞ-cores on uncertain graphs.

To further evaluate the accuracy of the InExactUCD algo-
rithm, we also investigate the ratio of nodes that are with
incorrect h-core numbers computed by InExactUCD. Figs. 9a
and 9b show the error ratios among all nodes, while Figs. 9c
and 9d show the error ratios by only considering the nodes
in the top-50 ðk; hÞ-cores (i.e., the nodes with the top-50 high-
est h-core numbers). From Figs. 9a and 9b, we can clearly see
that there are at least 25% and 50% nodes that have incorrect
h-core numbers on SocLJ and Hollywood respectively. More-
over, the case is even worse when only considering the
nodes in the top-50 ðk; hÞ-cores. As can be seen from Figs. 9c
and 9d, the error ratios are near to 100% on both SocLJ and
Hollywood. These results further confirm that the InExactUCD

algorithm is incorrect for ðk; hÞ-cores computation.
Exp-8: The Effect of Floating-Point Number Precision. As

shown in Exp-7, the InExactUCD algorithm is extremely
imprecise when using 64-bits to represent a floating-point
number. A natural question is that can we improve the
accuracy of InExactUCD by using more bits to represent a
floating-point number. To answer this question, we imple-
ment InExactUCD using a high-precision floating-point num-
ber operation library, namely GMP library (https://gmplib.
org), to achieve high-precision representations of floating-
point numbers. Let p (p > 64) denotes the number of bits
used to represent a floating-point number. For convenience,
we set p ¼ sys to denote that a floating-point number is rep-
resented by using 64 bits (i.e., the double data type in C++).
Fig. 10 shows the results of error ratios of nodes in the top-
50 h-cores with different floating-point number precisions.
The results of error ratios among all nodes are consistent.

Fig. 7. Memory overheads of different algorithms.

Fig. 8. Average errors of the h-core numbers computed by the InExactUCD

algorithm proposed in [15].

Fig. 9. The ratio of nodes with incorrect h-core numbers computed by
InExactUCD.
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From Fig. 10, we can see that the error ratios do not sig-
nificantly decrease as p increases. Moreover, in most cases,
the error ratios keep unchanged with an increasing p. For
example, when h ¼ 0:2, the error ratios of nodes are 100%,
100%, and 99.94% on SocLJ-exp with p ¼ sys, p ¼ 128, and
p ¼ 256, respectively. These results indicate that we cannot
overcome the defect of existing algorithms by using high-
precision floating-point number operations.

Moreover, using high-precision floating-point number
operations with the GMP library also incurs high computa-
tional costs. Fig. 11 shows the runtime of the InExactUCD

algorithm with different floating-point number precisions
on SocLJ and Hollywood. We can see that the runtime of
InExactUCD increases as p increases. As expected, there is a
large gap in runtime between the algorithms implemented
by using or not using the GMP library. In particular, the
InExactUCD algorithm implemented with the 64-bits float-
ing-point number precision can be one order of magnitude
faster than the algorithm implemented by using the GMP
library on most datasets. Furthermore, by combining the
results shown in Fig. 2, we can see that our top-down algo-
rithm TDþ also can achieve 5� faster than InExactUCD imple-
mented by using the GMP library with p ¼ 128. These
results further confirm that TDþ is very efficient, and it can
achieve comparable runtime of the InExactUCD algorithm
even when it is implemented with the 64-bits floating-point
number precision.

7 RELATED WORKS

Uncertain Graph Mining. Uncertain graph mining has
attracted much attention in the database community. Nota-
ble examples include mining maximal cliques in uncertain
graphs [13], [14], [25], identifying reliable connected sub-
graphs in uncertain graphs [26], finding reliable clustering
in uncertain graphs [27], [28], performing influence analysis
on uncertain graphs [7], and clustering uncertain graphs
[29]. Recently, several cohesive subgraph models, including
k-core, k-truss, and maximal clique, have also been
extended to uncertain graphs. Specifically, Bonchi et al. [8]
extended the k-core model to uncertain graphs and pro-
posed a peeling algorithm to compute the core decomposi-
tion. Huang et al. [11] and Zou et al. [12] independently
extended the k-truss model to uncertain graphs and also
developed peeling-style algorithms to compute the truss
decomposition. Mukherjee [14], [25] generalized the tradi-
tional maximal clique model to the uncertain graph setting
and developed a branch-and-bound algorithm to enumerate
all maximal cliques on uncertain graphs. Based on the same
clique model, Li et al. [15] proposed an improved branch-
and-bound algorithm to enumerate maximal cliques on
uncertain graphs.

Core Decomposition on Graphs. Core decomposition is a
basic graph mining operator which has been widely applied
in many graph analysis applications [3], [30], [31], [32]. The
concept of k-core was first proposed by Seidman [16]. Bata-
gelj et al. [17] shown that the core decomposition of a graph
can be computed in linear time based on an elegant peeling
algorithm. Montresor et al. [33] developed an h-index itera-
tion algorithm to compute the core decomposition of a
graph in a distributive setting. Based on the same idea, Wen
et al. [34] proposed an I/O-efficient algorithm to calculate
the core decomposition on disk-resident graphs. Recently,
the problems of core decomposition have also been studied
on different types of graphs, including direct graphs [35],
streaming graphs [36], [37], [38], temporal graphs [39],
bipartite graphs [4], [40] and uncertain graphs [8], [9]. As
we discussed previously, the state-of-the-art algorithms for
core decomposition on uncertain graphs cannot obtain the
correct results. Our work focuses mainly on developing cor-
rect and efficient core decomposition algorithms for uncer-
tain graphs.

8 CONCLUSION

In this paper, we study the problem of computing the
ðk; hÞ-core decomposition on uncertain graphs. We first dis-
cover that the state-of-the-art algorithms for solving this prob-
lem are incorrect due to the imprecision of the recursive
floating-point number division operations. To solve this issue,
we propose an efficient bottom-up algorithm based on an on-
demand h-degree computation strategy which does not
involve any floating-point number division operation. To fur-
ther improve the efficiency, we also present a top-down
frameworkwith several carefully-designed optimization tech-
niques to compute all ðk; hÞ-cores. In addition, we also develop
parallel variants for all our proposed algorithms. The results
of extensive experiments on five large uncertain graphs dem-
onstrate the efficiency and scalability of our algorithms, as
well as the inaccuracy of the existing algorithms.

Fig. 10. The ratios of nodes with incorrect h-core numbers in the top-50
ðk; hÞ-cores with different floating-point number precisions.

Fig. 11. Runtime of InExactUCD with different floating-point number
precisions.
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